














Table 1. Limits of the localization accuracy and results of
maximum likelihood estimations using simulated images

Mean of Limitofthe  Standard

No. of True =z esti- localization  deviation
Data zg esti-  xg mates accuracy of( esti-
model mates (nm)  (nm) (nm) mates (nm)
Ideal 1000 880 879.81 8.18 8.31
CCD 1000 880 880.20 20.18 19.91
EMCCD 1000 880 879.92 11.17 11.42

Fig. 2. Noise coefficientdr for (a), ageomr for (b)) profile for (a) a
CCD image and (b) an EMCCD image of an in-focus point source. pbive
source is assumed to emit photons of wavelength: 680 nm, which are
collected by an objective lens with magnificatidd = 100 and numeri-
cal aperturen, = 1.4. The image of the point source is given by the Airy

oint spread function, and is centered on an 11-by-11 arf: m b . .
P o . Y #bq.m by the estimates comes reasonably close to the corresponding
16 um pixels (i.e..xop = yo = 880 nm, assuming the upper left corner of . . N

. . _ limit of the localization accuracy. These results suggest t
the pixel array i50, 0)). The expected number of detected photons is set to . L . . el
o _ the maximum likelihood estimator is capable of attaining th

Npnoton = 200. In (a), readout noise with mean, = 0 e~ and standard

P . . __ Cramer-Rao lower bound.
deviationo,, = 8 e~ is assumed for every pixel. In (b), the standard devia-
tion is higher ar,, = 24 e, and standard geometric multiplication with a
mean gain 0in®3% = 1015.46 is assumed.

maximum likelihood estimations (see [10] for details) azdr

out on 1000 simulated images of the point source. For each
data scenario, the mean of the estimates recovers reagonabl
closely the true value af(, while the standard deviation of
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