










Fig. 2. Noise coefficient (αR for (a), αGeomR for (b)) profile for (a) a

CCD image and (b) an EMCCD image of an in-focus point source. Thepoint

source is assumed to emit photons of wavelengthλ = 680 nm, which are

collected by an objective lens with magnificationM = 100 and numeri-

cal aperturena = 1.4. The image of the point source is given by the Airy

point spread function, and is centered on an 11-by-11 array of 16 µm by

16 µm pixels (i.e.,x0 = y0 = 880 nm, assuming the upper left corner of

the pixel array is(0, 0)). The expected number of detected photons is set to

Nphoton = 200. In (a), readout noise with meanηw = 0 e− and standard

deviationσw = 8 e− is assumed for every pixel. In (b), the standard devia-

tion is higher atσw = 24 e−, and standard geometric multiplication with a

mean gain ofm536 = 1015.46 is assumed.

Noise coefficients are computed for an 11-by-11 pixel ar-
ray (i.e., image), with the mean initial electron countνθ,k (Eq.
9) at thekth pixel calculated with the point source attributes
and imaging parameters given in Fig. 2. For the CCD sce-
nario, Fig. 2(a) shows thatαR of Eq. 5 is relatively small for
every pixel, with the center pixel having the maximumαR

of only 0.471. By Theorem 4.1, this implies that the Fisher
information for this scenario is less than half of that for the
ideal scenario. For the EMCCD scenario, Fig. 2(b) shows
that αGeomR of Eq. 8 is at least 0.5 in every pixel, demon-
strating a significant increase in the information content of
every pixel due to the high mean gain multiplication that is
assumed. The minimumαGeomR value is 0.502, which im-
plies, by Theorem 4.1, that the Fisher information for this
scenario is greater than half of that for the ideal scenario.

The observations made about the Fisher information are
reflected in the limits of the localization accuracy calculated
for the ideal, the CCD, and the EMCCD data models. Shown
in Table 1, the ideal scenario of Poisson data has the best ac-
curacy limit of 8.18 nm. In comparison, the CCD scenario
has a significantly worse accuracy limit of 20.18 nm due to
the addition of readout noise. In contrast, with the use of
high mean gain multiplication to drown out the readout noise,
the EMCCD scenario has a much improved accuracy limit of
11.17 nm. By defining the estimated parameters as the coor-
dinates of the point source, i.e.,θ = (x0, y0), these limits of
accuracy were obtained as the square root of the Cramer-Rao
lower bound on the variance of the estimates ofx0.

Table 1 also shows, for each data model, the mean and
standard deviation of the estimates of thex0 coordinate from

Table 1. Limits of the localization accuracy and results of
maximum likelihood estimations using simulated images

Mean of Limit of the Standard
No. of True x0 esti- localization deviation

Data x0 esti- x0 mates accuracy ofx0 esti-
model mates (nm) (nm) (nm) mates (nm)

Ideal 1000 880 879.81 8.18 8.31
CCD 1000 880 880.20 20.18 19.91
EMCCD 1000 880 879.92 11.17 11.42

maximum likelihood estimations (see [10] for details) carried
out on 1000 simulated images of the point source. For each
data scenario, the mean of the estimates recovers reasonably
closely the true value ofx0, while the standard deviation of
the estimates comes reasonably close to the corresponding
limit of the localization accuracy. These results suggest that
the maximum likelihood estimator is capable of attaining the
Cramer-Rao lower bound.
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